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How to achieve significant
energy reductions in
training ML models

without compromising their
accuracy?
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Sample Similarity :

 Gradient Similarity (CRAIG):

Similarity-Based Data Subset Selection

Gradient-based subset selection.

Stratified Random Sampling: 

Data Summarization Techniques

Class-balanced sampling.



Sample Similarity 
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 Gradient Similarity (CRAIG)  
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Experimental Setup
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MNIST DATASET Normalized Mean of  execution
time & accuracy

 100 repetitions 
 

Small subsets (1–5%): 
Fast but less accurate.
Large subsets (80–90%) :
Accurate but slow. 
Optimal range: 10–20%

Early Stopping: accuracy
stabilized over five consecutive
rounds.

Maximum of 100 rounds
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Energy  & Accuracy
Analysis For MNIST

Energy consumption
increases exponentially
with dataset size.
 Accuracy gains
diminish after 10%.
 Optimal range: 1–10%
for energy efficiency.

Issue: Resource limitations
on Grid’5000.
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Energy
Consumption
Per Training

Round

Energy
Consumption

Trends Per
Training
Round

Total Energy
Consumption

Energy
Efficiency

5-Step Process

ROUND-BASED TRAINING ANALYSIS

Early Stopping
Rounds and
Accuracy vs
Subset Size 

10



11

MNIST DATA: Early Stopping
Rounds vs Subset Size (Top) and

Accuracy vs Subset Size
(Bottom)

 100 repetitions 

Training Setup:
Early stopping criteria: 

Patience = 5, Min Delta = 0.005.
Maximum rounds = 500.

Training rounds decrease
significantly as subset size

increases.
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FashionMNIST DATA: Early
Stopping Rounds vs Subset Size
(Top) and Accuracy vs Subset

Size (Bottom)

 100 repetitions 

Training Setup:
Early stopping criteria: 

Patience = 5, Min Delta = 0.005.
Maximum rounds = 500.

Training rounds decrease
significantly as subset size

increases.
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CIFAR10 DATA: Early
Stopping Rounds vs Subset Size
(Top) and Accuracy vs Subset

Size (Bottom)

 100 repetitions 

Training Setup:
Early stopping criteria: 

Patience = 5, Min Delta = 0.005.
Maximum rounds = 500.

Training rounds decrease
significantly as subset size

increases.
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 Energy Consumption of a
Training Round -

MNIST 

 100 repetitions 

Rennes cluster designated as
paradoxe-[1,3-4,12,21].

Energy increases with
subset size.



15

 Energy Consumption of a
Training Round -
Fashion MNIST 

 100 repetitions 
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 Energy Consumption of a
Training Round -

CIFAR10

 100 repetitions 

CIFAR10 requires
significantly more energy
due to its complexity.
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MNIST and Fashion MNIST
have similar energy trends.
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CIFAR-10: Peak efficiency at 25%.
 MNIST: Peaks at 5% and 10%.

 Fashion MNIST: Peaks at 3% and
7.5%.



Sample
Similarity
Results 

Early stopping criteria: 
Patience = 3

 Min Delta = 0.01
Training accuracy instead
of test accuracy.
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CRAIG
Results 

Early stopping criteria: 
Patience = 3

 Min Delta = 0.01

Training accuracy instead
of test accuracy.
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 Energy Consumption of
CRAIG Sampling  -

CIFAR10

 100 repetitions 



CONCLUSION
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Sample similarity sampling and gradient similarity sampling can be effective in some
cases, but they are still significantly less effective at reducing energy compared to

random sampling.

Optimal Subset Sizes: For energy-efficient training, subset sizes between 1-10% are
optimal for simpler datasets, while more complex datasets may require larger subsets

(up to 25%).

The results we obtained are highly sensitive to the early stopping techniques we 
implemented.



THANK
YOU !
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